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Oversampling Architecture for
Analog Harmonic Modulation

R. Timothy Edwards and Gert Cauwenberghs

Abstract—We propose a technique for sinusoidal modulation of analog
signals, which requires neither multiplication nor analog sine wave
generation. The modulating signal is an oversampled representation of
a sine in the form of a periodic binary sequence, optimized to minimize
intermodulation distortion. A 2-to-1 multiplexer performs the modulation
multiplication. With third-order low-pass filtering of the input signal,
the technique achieves 60 dB of linear dynamic range for a sequence of
length 256, conveniently generated with an 11-address decoder and an
8-b counter.

L. INTRODUCTION

Besides the widespread use of modulation and demodulation in
communication systems, harmonic modulators and demodulators are
used frequently in signal processing systems, such as subband coders
and lock-in amplifiers. Sinusoidal modulation and demodulation of
an input time-varying signal z(t) consist of muitiplying the input by
a sinusoidal reference signal s(t) = sin (wot + ¢o) and filtering the
product to remove the sum components (demodulation) or difference
components (modulation). The general system is shown in Fig. 1(a).
The output is described by

y(t) = [2(t) - s(O)] * (1) €3]

where * denotes the convolution operator, and h(¢) is the impulse
response of the low-pass filter.

The difficulty of implementing such a system in analog circuitry
is the need for a highly linear multiplier and a distortion-free
sinusoid of precise frequency and amplitude. Often a bank of identical
demodulators is required, as for subband coding [1]. Correspondingly,
the design must be compact, with uniform characteristics across
different instances.

We propose a system implementation derived from mixing digital
and analog techniques. We show that this system is equivalent to the
system described above except for a small, controllable degree of
distortion. The proposed system, however, requires neither a high-
precision multiplier nor an analog sine wave, and can be built in
compact form with conventional technologies.

II. MULTILPEXING VERSUS MULTIPLYING

The modulation system which we propose is shown in Fig. 1(b).
The multiplier is replaced by a low-pass prefilter, a unity-gain
inverter, and a multiplexer [2]. The modulating sinusoid s() is
replaced by a binary (4-1) sequence s’ (¢) which determines whether
the multiplexer passes the prefiltered input or its complement to its
output.

The result is effectively a multiplication of the prefiltered input
with the sequence s'(t). The key is to choose the sequence such that
the result closely approximates modulation with the sinusoid s(t).
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Fig. 1. Demodulation system, using (a) multiplication or (b) multiplexing.

We note that this architecture is analogous to FIR filters with
oversampled binary encoding of the coefficients and/or the input
signal [3], [4]. Both systems rely on the filtering function inherent in
the implemented system to serve the additional purpose of filtering
out the noise produced by the process of oversampling.

The new system is described by

y(t) = {[z(t) * g(O)] - 5'(6)} * h(D) )

with g(¢) the impulse response of the low-pass prefilter. The binary
sequence is assumed periodic with quarter-wave symmetry, and
therefore can be described in the frequency domain by a Fourier
series containing only harmonics of odd orders in wp

S'(w) =Y Si(w), 3)
k=0

Si(w) =jex{b[w — (2k 4+ 1)wo]
— 8w + (2k + 1)wo]}- (€]

The fundamental component S)(w) corresponds to the sinusoidal
signal s(t).

Fig. 2(a) and (b) shows how the two systems operate under the
assumption that the low-pass filter functions H(w) and G(w) are
ideal, i.e., flat in the passband and with infinite rolloff at the cutoff
frequency. Under this assumption, it can be seen from Fig. 2 that
an arbitrary input spectrum X (w) corresponding to the time-domain
input z(t) produces the same output y(t) for both systems if and
only if the prefilter bandwidth BW[G(w)] is constrained by

wo 4+ BW[H (w)] < BW[G(w)] < 3wo — BW[H(w)].  (5)
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Fig. 2. Demodulation process with systems of Fig. 1 .

If the last inequality is not satisfied, convolution products of X (w) *
v (w) for k > 0 will be aliased into the output.

In reality, the filters H (w) and G(w) have finite rolloffs, and the
equivalence between the systems in Fig. 1 is only approximate. The
quality of the approximation depends on the harmonic coefficients
cr corresponding to the binary sequence, which can be optimized
for minimum distortion. There is a trade-off between the complexity
of the sequence and that of the filters G and H, as illustrated in
Section IV.

1. SEQUENCE GENERATION

The output spectrum generated by the modulation scheme contains
intermodulation products between the prefiltered input G(w) - X (w)
and the harmonics of S} (w), with terms of the form

jerGlw £ (2k 4 Lwo] - X[w £ (2k + Dwo] - H(w). (6)

Only the fundamental term & = 0 is desired, and distortion arises
from the higher-order intermodulation products, & > 0. To reduce
distortion, the coefficients c; need to be small for k£ > 0, except for
large values of k& for which the terms of (6) are reasonably small due
to the attenuation by the prefilter G. In other words, the low-frequency
components of the binary sequence s’ (¢) need to approximate the sine
wave s(¢) as closely as possible. Qualitatively, this corresponds to an
oversampled noise-shaped sine wave, as produced by a delta-sigma
modulator [5].

Techniques for deriving periodic sequences with several zero or
small harmonic components of ¢, are presented in [6]. We formulate
the problem of finding an optimal binary sequence directly from a
minimum distortion criterion on the intermodulation components (6).

In general, the amount of distortion is input dependent, and assump-
tions need to be made on X (w) to formulate an optimization criterion.
Our criterion is to maximize the ratio of energy in the fundamental
harmonic modulation component (& = 0) to the combined energy of
the distortion components (k > 0). Assuming a narrow bandwidth of
H(w) and an input spectrum X (w) which in the worst case is flat
in amplitude, the criterion becomes

|G (wo)?
> kIGI(2k + Dwo][*

k=1

Maximize :

)

which is equivalent to minimizing the harmonic distortion of the
sequence s'(t), filtered with the same prefilter G(w). The criterion
can be applied, in principle, to select the optimal bit sequence
s'(nT), for n = 1 --- N. With quarter-wave symmetry, only N/4
bits (one quadrant) need to be determined. Still, this problem has
a combinatorial complexity, and becomes intractable for large N.
We obtain approximate solutions using a technique of iterative
block optimization, where a full search is repeatedly conducted over
randomly selected blocks of consecutive bits in the sequence.

IV. RESULTS AND IMPLEMENTATION

We demonstrate the principle with the following example, which
offers a simple and elegant implementation. The filter G(w) is third-
order, implemented as a cascade of three single-pole filter stages,
each pole located at = = 15/16. The sequence length is N =
256, and the iterative block optimization method (with block size
8) has been performed to obtain the 64 b in the first quadrant of the
sequence, shown in Fig. 3(a). The FFT’s of the filtered and unfiltered
binary sequences are shown in Fig. 3(b). All harmonics of the filtered
sequence are more than 60 dB below the fundamental. The magnitude
of the prime harmonic of the sequence is approximately 1.02, or
within 2% of unity.

The advantages of using an oversampled modulation sequence
rather than a simpler binary sequence can be appreciated by following
comparison. To obtain the same 60 dB linearity performance with,
say, a square wave modulator, a premultiplication filter G' with much
sharper rolloff such as a fourth-order Chebyshev or a sixth-order But-
terworth would be required to compensate for the sizable harmonics
in the square wave. Such a filter would be more complicated to build
than the simple cascade of single-pole filters in the above example,
and would be more sensitive to mismatches in the implementation. On
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Fig. 3. (a) Optimized 64-b oversampled sine sequence, first quadrant. (b)
Frequency domain properties of the raw (o) and filtered (x) bit sequences.

the other hand, the oversampled sequence is fairly easy to generate,
as outlined below.

The first-quadrant sequence of Fig. 3(a) consists of 11 zeros and
53 ones. This asymmetry allows a simple implementation of an
address decoder locating the eleven “zero” bits. The process of
reversing and inverting the sequence, needed to obtain the other
three quadrants of the sequence, is simplified by using a gray code
counter to produce the addresses. In an 8-b gray code, the lower
six bits are a reversing sequence, and the seventh bit controls the
inversion of the sequence through an exclusive-or operation. It is
also straightforward to generate the addresses of a sequence 90° out
of phase with the original, for complex modulation with both sine
and cosine components.

V. CONCLUSION

We have designed an architecture which accurately and efficiently
implements complex harmonic modulation/demodulation of an analog
signal. The system function approximates multiplication by a sinu-
soid, with a high degree of linearity and low distortion, without the
need of precise analog components. In place of an analog multiplier,
the implementation uses a low-pass prefilter, unity-gain inverter, and
a 2-to-1 analog multiplexer controlled by a periodic bit sequence.
The sequence is efficiently generated by a gray-code counter and a
sparse address decoder.
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Novel Single-Resistance-Controlled-Oscillator
Configuration Using Current Feedback Amplifiers

Raj Senani and Vinod K. Singh

Abstract— A novel configuration is presented which can realize
single-resistance controlled active-RC and active-R oscillators and
low-pass/band-pass filters from the same structure.

I. INTRODUCTION.

The transimpedance op-amps or the current feedback amplifiers
(CFA) [1], [2] are getting popularity as alternative building blocks
for analog signal processing, because of offering the following
advantages over the conventional op-amps: i) wide bandwidth which
is relatively independent of the close-loop-gain [1], ii) very high slew
rate (viz. 2000 V/us [2]), and iii) ease of realizing various functions
with the least possible number of external passive components, with-
out any component-matching requirements [3], [4]. Consequently,
there is a growing interest in employing CFA’s to the realization of
active filters [3]-[5], [12], R—L and C-D impedances [4], [5], single
frequency [8] as well as single-element-controlied variable frequency
sinusoidal oscillators [9] and single phase/multiphase oscillators using
CFA-pole [10], [11].

In this letter, we present a new CFA-based single resistance
controlled oscillator (SRCO) which employs two CFA’s, only three
resistors and two grounded capacitors (GC), both of which are
connected to the compensation pins of the CFA’s. Apart from
implementing the intended type of active-RC SRCO, the proposed
configuration has several other interesting modes of operation and no
configuration of this kind has been reported in the literature so far.
The workability of the proposed configuration has been confirmed by
experimental results.

The proposed configuration is shown in Fig. 1. Assuming the
CFA’s to be characterized by ¢ = 0, vz = vy, 4. = i; and vy, = vz,
an analysis of this circuit reveals that the condition of oscillation
(CO) and the frequency of oscillation (FO) are given by

Rs = Ry 8]

and

1 1 1/2
fo=35z (m) : @
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