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Abstract 7 

Feedforward connections from one visual cortical area to 8 
another have been used to organize the cortex into a 9 
hierarchy. In addition to direct corticocortical projections, 10 
primary and secondary visual cortex are connected via an 11 
indirect pathway through the pulvinar, a higher order 12 
thalamic nucleus. These two feedforward pathways from V1 13 
to V2 have the potential to differentially affect downstream 14 
activity through their connection strengths and conduction 15 
delays. To investigate the contributions of corticocortical 16 
and cortico-thalamocortical pathways to downstream 17 
population activity, these areas are modeled with linear rate 18 
variables which take into account the network architecture 19 
of cortex and thalamus. Synaptic weights are varied to 20 
assess the affects of driver and modulator afferent 21 
strengths. Pulvinar inactivation is simulated to provide a 22 
prediction for future experiments. Finally, the effects of 23 
conduction delays are considered on the dynamics of 24 
network activity. 25 

 26 

1 Introduction  27 
 In addition to sending direct projections to secondary cortical areas, primary sensory 28 
cortex also communicates to downstream cortical areas via indirect projections through higher 29 
order thalamic nuclei. Since hierarchically organized areas are connected through at least two 30 
feedforward pathways, then, the classical view of corticocortical information flow [1] is 31 
oversimplified. Both pathways to secondary sensory cortex project to multiple layers, including 32 
layer IV, which is the input layer of sensory cortex. Inactivating primary visual cortex (V1) shuts 33 
down activity in  the secondary visual cortex (V2) [2]. From those experiments, it is still unclear 34 
whether V2 activity is reduced due to the loss of direct information from V1 or from the pathway 35 
through the pulvinar, which is a higher order visual thalamic nucleus driven by V1 that also 36 



projects to V2. Complicating the picture is the fact that excitatory transmission can be either 37 
driving or modulating in nature [3]. Driver neurons terminate in large boutons which target 38 
proximal sites on postsynaptic cells. Their EPSCs are fast, depressing, and large in amplitude. 39 
Conversely, modulator neurons have small axon terminals which target distal dendrites. Their 40 
EPSCs are small, slower, facilitating, and partially comprised of metabotropic responses. 41 
Therefore, an anatomical pathway from one area to another may have a strong effect, or it may be 42 
modulating. While the route through the pulvinar has been shown to drive responses in V2, the 43 
corticocortical pathway has a mix of driving and modulating properties [4-5]. 44 
 One proposed set of experiments to address the relative contributions of these two 45 
pathways in visual processing is to selectively inactivate either projection population. An 46 
experimental tool to accomplish this inactivation is inhibitory optogenetics. By genetically 47 
expressing a variant of Channelrhodopsin which is permeable to chloride (iC++) instead of 48 
cations, it is possible to hyperpolarize neurons by shining blue light onto them [6].  When light is 49 
applied not to the upstream regions, but to V2, only the axon terminals in V2 should be 50 
inactivated, leaving activity of the soma and other projection populations intact. In this way, even 51 
when the corticocortical pathway is inhibited, V1 will still be broadcasting sensory information to 52 
the pulvinar. Likewise, the effect of pulvinar-V1 feedback will not be disrupted by this method. 53 

 The following model aims to simulate the population effects of these inactivation 54 
experiments. V1, V2, the pulvinar, and the thalamic reticular nucleus (TRN) (an thalamic 55 
nucleus which inhibits the pulvinar and receives cortical and thalamic input) are represented 56 
as homogeneous populations of excitatory and/or inhibitory neurons. The activity of these 57 
populations is represented as a rate variable, which evolves linearly based on incoming 58 
synaptic activity. To address the possibilities of either driving or modulating feedforward 59 
corticocortical excitation, synaptic weights are varied as either driving or modulating. 60 
Synaptic connections from the pulvinar to V2 are varied to assess the affects of inactivation 61 
on network activity. Finally, the effects of conduction delays are analyzed, and I consider 62 
the frequency response properties of V2 in each of these network regimes. 63 
 64 
2 Methods  65 
 66 
2.1  Network architecture 67 
 68 
 A network model of V1, V2, and the thalamus was created and simulated using the ode45 69 
solver in Matlab 2016b. Six rate variables were defined to represent each population of neurons. 70 
The resulting activity has arbitrary units and is representative of the magnitude of multi-unit 71 
activity, which is the combined spike rate of many recorded neurons. Because this is a linear 72 
network, the activity of the cells can be thought of as representing the “simple cells” in the visual 73 
system. This is an oversimplification of the nonlinear processing which occurs in visual cortex; 74 
however, both V1 and V2 have simple cell populations. 75 

 The intrinsic connections of V1 and V2 are identical and include reciprocally 76 
connected excitatory (E) and inhibitory (I) populations which each have recurrent 77 
connections onto themselves. Only E populations have feedforward connections to other 78 
brain areas. The V1 E population connects to both E and I in V2, and V2 E sends feedback 79 
projections to both E and I populations in V1. V1 E also projects to the pulvinar, which is 80 
represented by an E population (the mouse LP nucleus has no inhibitory interneurons). The 81 
pulvinar, in turn, sends feedback to both E and I populations in V1, and it sends feedforward 82 



connections to both E and I populations in V2. The pulvinar receives feedback projections 83 
from the V2 E population, and it is reciprocally connected with the TRN, which is an 84 
inhibitory population. The TRN also receives a feedback projection from the V2 E 85 
population. In total, this network architecture produces six nodes with 18 synaptic weight 86 
parameters. Input to this system is modeled as a sinusoidal wave, which represents the 87 
response of the LGN to a drifting sinusoidal grating visual stimulus. Only V1 E and I 88 
populations receive external input. 89 

 90 

     91 

Figure 1 Network Diagram 92 

 93 
 The following simplified rate equations, which are modeled after those in Dayan and 94 
Abbott [7], govern the dynamics of the activity variables: 95 

τ e
dA
dt

= −A+WAAA+WBAB+WCAC +WPAP + Iext (t)[ ]+

τ i
dB
dt

= −B+WBBB+WABA+WCBC +WPBP + Iext (t)[ ]+

τ e
dC
dt

= −C +WCCC +WDCD+WACA+WPCP[ ]+

τ i
dD
dt

= −D+WDDD+WCDC +WADA+WPDP[ ]+

τ e
dP
dt

= −P +WAPA+WCPC +WRPR[ ]+

τ i
dR
dt

= −R+WRRR+WCRC +WPRP[ ]+

 96 

Each variable evolves with one of two time constants, τe or τi, depending on whether it is an 97 
E or I population. Wij are the synaptic weights associated with the activity of presynaptic 98 
populations. A is the V1 E population, B is the V1 I population, C is the V2 E population, 99 



and D is the V2 I population. P is the pulvinar, and R is the thalamic reticular population.  100 
Local E and I populations within a cortical area are connected with equal synaptic weights, 101 
which are opposite in magnitude. Feedforward connections between areas are modeled with 102 
synaptic weights either equal to 0.25 for modulators or 1 for drivers. Feedback connections 103 
are modulatory. The full set of synaptic weights can be found in the attached Matlab scripts. 104 
To simulate optogenetic inactivation of the pulvinar – V2 pathway, the synaptic weights for 105 
those connections was changed from 1 to 0. 106 
LGN input was defined by the following function: 107 

Iext = 50sin(2π ft)+30  108 

2.2  Modeling network activity with conduction delays 109 
  110 
Realistically, a neuron is influenced not by the instantaneous activity of its presynaptic partners, 111 
but by the activity at a previous time. Depending on the distance between neurons and the 112 
conduction velocity of an axon, signals can be delayed by a range of 2-20 ms. Because the 113 
corticocortical pathway is monosynaptic and the transthalamic route is disynaptic, one important 114 
difference between these two pathways may be their offset phases. To add conduction delays to 115 
the network model, I implemented a numerical solver with time step of 0.5 ms. In each of the rate 116 
equations, the activity variables from other populations were evaluated at some time t – delay. 117 
Delays were 4 ms for local connections, 10 ms for intercortical connections, and 16 ms for 118 
thalamocortical connections. 119 
 120 
2.3  Frequency response analysis 121 
 122 
One useful way to characterize a linear system is to analyze the gain and phase angle of the 123 
system's output in relation to input signals of varying frequencies. To evaluate the activity of 124 
V2 in response to varying input frequencies, the amplitude and phase angle of the steady 125 
state response (200-500 ms) were empirically quantified for a range of 50 frequency values 126 
from 10^0.7 – 10^2 using a custom Matlab script. This analysis was repeated for the model 127 
with and without conduction delays to assess the affects of delays on filtering properties. 128 
 129 
3 Results  130 
 131 
The full network was successfully simulated with conditions of different V1 projection 132 
strengths, pulvinar inactivation, and conduction delays. The full set of parameters which 133 
produced a stable, convergent solution are contained in the attached Matlab scripts. 134 
 135 
3 . 1   Effects of synaptic weights on network activity 136 
 137 
3 . 1 . 1  Network activity when V1-V2 projection is driving 138 
To evaluate the network activity when the V1 to V2 projections are driving, I set the 139 
synaptic weights for that connection to 1. The behavior of V1, V2, and thalamic E and I 140 
populations are shown below for two different inputs at ~5 and ~22 Hz. 141 

 142 

 143 

  144 



Figure 2 Network Activity at ~5 Hz (top) and ~22 Hz (bottom) when V1 – V2 Projections are 145 
Driving. 146 

As shown in Fig 2, all three brain areas exhibit the same frequency as the input, as expected for a 147 
linear system. In all cases, inhibitory activity has a slightly higher DC gain than excitatory 148 
activity. V2 activity is higher than both V1 and thalamic activity. To characterize the gain of V2 149 
relative to the input frequency, a magnitude response is shown below. 150 

 151 
 152 

Figure 3 Magnitude of the V2 transfer function. 153 
 154 



V2 acts as a low-order low pass filter that amplifies input frequencies below 40 Hz and attenuates 155 
frequencies above 40 Hz (Fig 3). Peak amplification of about 36 dB occurs near 13 Hz. 156 
 157 
3 . 1 . 2  Network activity when V1-V2 projection is modulatory 158 

When the V1 to V2 projection is modulating instead of driving, the gain of V2 is lower, and it is 159 
closer to the activity of V1. Shown below is the network activity at the two input frequencies from 160 
above, ~5 and ~22 Hz. 161 

Figure 4 Network Activity at ~5 Hz (top) and ~22 Hz (bottom) when V1-V2 connections are 162 
modulatory 163 

In addition to reducing V2 activity, V2 modulating projections also result in the depression 164 
of activity in all regions of the network. This broad reduction demonstrates the important 165 
role of feedback in facilitating sensory responses. The reduction in V2 activity was 166 
consistent across a range of input frequencies, as demonstrated by the DC gain shift of the 167 
frequency response in Fig 5. 168 

Figure 5 V2 frequency response magnitude for driver (blue) and modulator (orange) input 169 
from V1 170 



3.2  Inactivating the pulvinar – V2 projection 171 

To simulate the effects of optogenetically inactivating the pulvinar afferents projecting to 172 
V2, I repeated the previous network analysis with the synaptic weights from pulvinar to V2 173 
set to zero. Figures below show V2 activity simulated with an input frequency of ~13 Hz. 174 

 175 

Figure 6 V2 activity when pulvinar afferents are inactivated and V1 is driving (left) and 176 
modulating (right) 177 

For both cases when V1 is driving and modulating, inactivating the pulvinar projection to V2 178 
has the simple effect of reducing the gain. This reduction is more pronounced when V1 has a 179 
modulating projection to V1. 180 

The frequency responses for the pulvinar inactivation are shown in Figure 7 below. In both 181 
cases, the gain reduction is a DC offset. 182 

Figure 7 V2 frequency response magnitude with pulvinar inactivation and V1 driving (left) 183 
and modulating (right) V2 activity 184 

3.3 Modeling network activity with conduction delays 185 
 186 
In the above model, inputs from the pulvinar and V1 arrive at V2 simultaneously. However, input 187 
from the pulvinar would realistically reach V2 later than input from V1 in relation to the input 188 
stimulus because the pathway is disynaptic rather than monosynaptic. To model this feature of the 189 
thalamocortical network, I added conduction delays to each connection. 190 
  191 



Figure 8 V2 Excitatory activity with (orange) and without (blue) conduction delays for 192 
driving (left) and modulating (right) V1-V2 projections 193 

The responses above are to an input frequency of ~13 Hz, which is where the gain was 194 
maximum for the system with no delays. As demonstrated in Fig 8, adding conduction 195 
delays to the network reduced the V2 gain for the cases when V1 – V2 is a driving and 196 
modulating pathway. One interesting difference between these two cases is increase in phase 197 
lag of the V2 E activity when V1-V2 is modulating. Here, since the pulvinar is the main 198 
driver of V2 activity, the increased delays associated with thalamocortical transmission 199 
shifts the response of V2 in time. 200 

To quantify the response attenuation and phase shift associated with adding conduction 201 
delays, I calculated the frequency response of V2 (Fig 9) and compared its magnitude to that 202 
of the model of V2 with no delays. 203 

Figure 9 Magnitude of V2 frequency response with (blue) and without (orange) conduction 204 
delays when V1 drives (left) and modulates (right) V2 activity. 205 

One notable feature of the magnitude of the V2 frequency response is a strong attenuation of 206 
frequencies around 60 Hz, regardless of the strength of V1 projections. Remarkably, the 207 
network model with conduction delays results in a notch filter around 20 Hz when V1 to V2 208 
projections are driving, but not when they are modulating. While I have not evaluated the 209 
sensitivity of this feature to other network parameters, it would presumably be detrimental to 210 
sensory processing if inputs of different frequencies were attenuated in the normal input 211 
range. This could be an artifact of model parameters like the delays and time constants, or it 212 
could indicate that the network architecture where V1 and pulvinar equally drive V2 is not 213 
an optimal configuration. 214 



 215 

Figure 10 V2 excitatory activity with conduction delays, pulvinar inactivation, and V1 driving 216 
(left) and modulating (right) V2 217 

 218 
As shown in Fig 10, the effects of pulvinar inactivation change dramatically when conduction 219 
delays are included in the model. When V1 projections are drivers, inactivating pulvinar causes 220 
only a slight attenuation of V2 activity, and the phase of V2 shifts leftward slightly. When V2 is a 221 
modulating projection, however, inactivating the pulvinar reduces V2 gain in much the same 222 
manner as the model without conduction delays. 223 
 224 
4 Discussion  225 

The phenomenological network presented in the present study represents the simulated 226 
activity of primary and secondary visual cortex and the thalamus with anatomically derived 227 
feedforward, feedback, and local connectivity. The goal of this model is to establish a 228 
baseline expectation of population activity against which to compare future experimental 229 
data.  230 

The model with no conduction delays showed the summation of V1 and pulvinar activity in 231 
V2, resulting in a very high gain. It is unlikely that the average firing rates in V1 and V2 232 
would be a factor of 2 different. Additionally, the inactivation of the pulvinar in this network 233 
led to a dc gain offset with no difference in the phase of V2 activity. While this model is 234 
useful in determining the appropriate parameters for the network to be stable, it is not as 235 
biologically plausible as the network with conduction delays. For this reason, the major 236 
findings are discussed below in the context of the network with conduction delays. 237 

 238 
4 . 1  Network behavior when V1 projections are drivers and modulators 239 

When the V1 projections to V2 are driving, overall network activity is increased compared 240 
to when they are modulatory. However, V2 activity is closer in magnitude to V1 than it is 241 
without conduction delays. Based just on the network activity, either the driver or modulator 242 
network is a plausible one without experimental data to validate it. The frequency response 243 
of the driver network, however, has a problematic attenuation of low frequencies, which 244 
would be expected to pass through the cortical hierarchy. The modulator network, however, 245 
does not have that problem. The frequency response curves indicate that the modulator 246 
network may be more biologically plausible – however, the notch filter might also be solved 247 
with a more thorough parameter screen. Both networks show the general trend of being a 248 
low pass filter, which fits with physiology. 249 

 250 
4 . 2  Effect of pulvinar inactivation on V2 activity 251 

Simulated pulvinar inactivation provides additional information on the expected behavior of driver 252 
or modulator networks. One interesting feature of the driver network was that even when V1 and 253 
the pulvinar have equivalent synaptic strengths in V2, pulvinar inactivation does not remarkably 254 
reduce the gain of the V2. This architecture then would suggest that when V1 projections are 255 
drivers, the pulvinar is sufficient but not necessary for driving V2 activity. Instead, it may have a 256 



bigger role in regulating the phase of V2. Theories about the role of the pulvinar in synchronizing 257 
distant cortical areas would support this hypothesis.  258 

When V2 projections are modulatory, inactivating the pulvinar has a large effect on the magnitude 259 
of V2 responses. Additionally, the phase shifting caused by pulvinar inactivation is stronger in the 260 
absence of V1 driving activity. 261 

 262 
4 . 3  Model limitations and future directions 263 
 264 
One major limitation of this model is the assumption of homogeneous populations. Anatomical 265 
evidence suggests that within V1, different populations of excitatory cells give rise to 266 
corticocortical and corticothalamic projections. These distinct populations are likely to carry 267 
unique information about the stimulus or the state of the animal, so this model is only appropriate 268 
with the assumption that the two streams of activity are somewhat similar. 269 
Another future direction of this model would be to add different time constants for driving vs 270 
modulatory transmission. Modulatory glutamatergic transmission is slower than driving, so a 271 
longer time constant could endow the network with additional features. 272 
Additionally, the pulvinar receives input from sources other than V1, so this model does not 273 
account for the baseline and stimulus-specific pulvinar activity which is independent of V1. One 274 
major source of this stimulus-specific information is from the superior colliculus, which relays 275 
slightly different visual features than does the cortex. 276 
Finally, the parameters in this network were selected primarily to generate stable responses. 277 
Calibration of these parameters to match empirical values of the network activity would make the 278 
results of simulated pulvinar inactivation more meaningful. 279 
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