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ABSTRACT
A VLSI implementation of an adaptive controller perform-
ing gradient descent optimization of external performance
metrics using parallel synchronous detection is presented.
Real-time model-free gradient estimation is done by pertur-
bation of the metrics’ control parameters with narrow-band
deterministic dithers resulting in fast adaptation and robust
performance. A fully translinear design has been employed
for the architecture, making the controller operation scal-
able within a very wide range of frequencies and control
bandwidths, and, therefore customizable for a variety of sys-
tems and applications. Experimental results from a SiGe
BiCMOS implementation are provided demonstrating the
broadband and high-speed performance of the controller.

Categories and Subject Descriptors
B.7.1 [Integrated Circuits]: Types and Design Styles—
algorithms implemented in hardware, VLSI (very large scale
integration)

General Terms
Algorithms, design, measurement, performance

Keywords
model-free, adaptive control, synchronous detection, multi-
dithering, VLSI optimization, high-speed control, translin-
ear circuits

1. INTRODUCTION
Several applications in RF and optical communications

call for compensation of high speed variations, mainly in the
propagating media, such as multi-path fading, co-channel in-
terference [1] and atmospheric turbulence [2]. The nonlinear
dynamics of the communication system, as well as the sto-
chastic nature of the noise introduced by the propagating
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medium, preclude the use of conventional system identifi-
cation and optimal control techniques, while speed require-
ments dictate real-time designs for the control. Adaptive
schemes must be employed and dedicated VLSI solutions
have to be considered.

Model-free architectures [3] can further enhance the ro-
bustness of the controller as well as the speed of adaptation.
Instead of an exact model for the adaptive controller, which
is impossible to have for a VLSI implementation due to mis-
matches in the fabrication procedure, knowledge of only a
simple performance metric of the system can be used, over
which optimization will be performed. The metric is opti-
mized over several controllable parameters ui, i = 1, . . . , n
by perturbing each of them with a small amplitude dither.
The perturbed portion of the metric is proportional to its
gradient and this information is retrieved and used by the
controller to update each of the parameters ui, i = 1, . . . , n
according to the gradient descent flow algorithm.

Several VLSI architectures/implementations using stochas-
tic dithers have been proposed in the literature [4]-[7]. Al-
though such solutions are computationally very efficient,
they inherently suffer from limited optimization speeds, since
the gradient is probabilistically measured on the average.
In this work, a different approach has been followed, us-
ing deterministic dithers, leading to true gradient descent
flow optimization and therefore higher adaptation speeds.
The parameters ui are perturbed with small amplitude si-
nusoidal signals of frequencies ωi, i = 1, . . . , n, different for
each parameter

ũi = ui + α cos(ωit).

Synchronous detection is performed parallely, between the
perturbed performance metric and the corresponding dither
for each parameter, in order to retrieve the gradient infor-
mation1

J(ũ) cos(ωit) =
α

2

∂J

∂ui

����
u

.

Finally, all parameters are parallely updated according to
the following rule,

dui

dt
= −Gsgn

�
∂J(u)

∂ui

����
u

�
, (1)

where G is the gain of the update. A difference between the
above rule and the actual gradient descent flow algorithm
is the use of the signum of the gradient instead of its exact

1Overline denotes low-pass filtering.
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Figure 1: System architecture of a single channel.

value. Apart from the fact that such a rule is easier to im-
plement in VLSI, this choice is also made to achieve faster
convergence near the optimum state as well as higher im-
munity to time delays in the system, as will be shown in the
next section.

2. SYSTEM ARCHITECTURE
For each parameter, a dedicated channel is used where the

dither is added and synchronous detection is performed [8].
A block diagram of the channel architecture is shown in Fig.
1. The dither is generated by a 3-phase sinusoidal oscillator
and one of its phases (fixed) is added to the control parame-
ter ui. All perturbed control parameters ũi, i = 1, . . . , n are
applied to the under optimization metric J and its output
is provided back to the input of all channels. After synchro-
nous detection and since only the sign information of the
gradient is needed for the gradient descent flow algorithm
(eq. (1)), the output of the low-pass filter is quantized before
driving a charge pump that updates the control parameter
value ui.

The necessity of a multi-phase oscillator becomes clear
when delays are considered in the closed-loop [9]. Due to
the narrow-band nature of the dithers, time delays τi are
mapped to phase delays ϕi, which, through synchronous de-
tection, cause the gradient information for each channel to
be scaled by a factor cos(ϕi)

J(ũ)τ−delay cos(ωit) =
α

2

∂J

∂ui

����
u

cos(ϕi), ϕi = ωiτi.

Choosing an appropriate phase of the oscillator for syn-
chronous detection, the error in gradient estimation due to
time delays in the loop can be minimized. Since only the
signum information of the gradient is used to update the
values of the controlled parameters, only phase delays of
ϕi ∈

�
π
2

+ 2κπ, 3π
2

+ 2κπ
�

will cause a wrong update.

3. STABILITY ANALYSIS
The controller is modelled according to Fig. 2. The “sgn”

block represents quantization and the integrator models the
charge pump. Without loss of generality, the metric is con-
sidered as a generalized square function, form that repre-
sents typical cost functions, such as power. In order to sim-
plify the stability analysis, the time/phase delays in the loop
are considered known and compensated for by appropriate
selection of the phase in the 3-phase oscillator.

Given any smooth cost function J(u) with a global min-
imum or maximum and assuming update of its parameters
according to rule (1), the Lyapunov stability theorem [10]
states asymptotic convergence of J with time to its mini-
mum/maximum, since

d

dt
J(u(t)) = −G

n�
i=1

���� ∂J

∂ui

���� < 0

for any u’s other than the equilibrium points of J . However,
in (1), possible phase shifts to the gradient information that
can be introduced by the low-pass filter have not been taken
into account. Such phase shifts may cause limit cycles, i.e.
oscillations of the control variables ui, i = 1, . . . , n around
the equilibrium points. In order to investigate this possibil-
ity, the harmonic balance concept is applied; limit cycles at
a frequency ωH are assumed and by deriving the response of
the system it is checked whether they are indeed sustained
or not and if yes, what is the exact frequency ωH . Each
block of the system (Fig. 2) is replaced by its describing
function, i.e., its response for a narrow band excitation at
frequency ωH .

The main results of the stability analysis are

• The controller’s state converges to a limit cycle.

• The limit cycle occurs at a frequency at which the
phase introduced by the filter is φH = −π
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Figure 2: Model of a single channel for stability analysis.



• The amplitude of the limit cycle depends on the cut-
off frequency of the filter and the gain of the charge
pump.

• There exists a trade-off between convergence rate and
amplitude of the limit cycle.

Although limit cycles occur, they are controllable and their
amplitude can be kept low.

4. CIRCUIT DESIGN AND IMPLEMENTA-
TION

The main challenge in the circuit implementation of the
architecture is to design it in such a way that it can be used
in a variety of applications, each with different bandwidth
specifications. The design has to be, therefore, tunable in a
wide range of frequencies and extremely broadband. To this
end, translinear implementations are chosen for the tunable
parts of the circuit and a 0.5µm SiGe BiCMOS process for
its fabrication. An extra challenge is imposed by the lack of
high-speed pnp devices in the process, leading to an all-npn
translinear design.

4.1 Oscillator
The oscillator is designed as a ring of 3 differential Gm−C

filters in shunt with tunable resistors R, as shown in Fig.
4(a). The transfer function of each Gm − R − C block

has an amplitude of |H(jω)| = GmR/
�

1 + (ωRC)2 and
phase given by tan−1 (H(jω)) = −ωRC. According to the
Barkhausen oscillation criteria, the conditions for oscillation
will be

R =
α

Gm
, α = 2 (2)

ω =

√
3Gm

2C
(3)

Transconductance Gm is implemented as a simple differ-
ential pair (transistors Q7 and Q8). In order to satisfy (2),
which mandates resistance R to scale inversely proportion-
ally to Gm for oscillations to be sustained, R is taken as the
emitter-base resistance of transistors Q9 and Q10, equally
sized and biased as Q7 and Q8. The scaling factor α = 2
in (2) is achieved by adding a gain stage of 2 (Q1-Q6) to
prescale the input of the transconductance. In order to
compensate for possible non-idealities that would reduce the
gain below 2, the bases of Q9 and Q10 are attached to the
load of the gain stage, scaling α slightly above 2.

To add control to the actual value of α, current sources
IAMP are introduced. Denoting the tail current of both the
gain and the transconductance stages as IF REQ, the value
of the scaling factor α is given by

α = 3
IF REQ

IF REQ + 2IAMP
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Figure 4: (a) High-level architecture of the 3-phase
oscillator. (b) Circuit implementation of the Gm −R
blocks.

Increase in α leads to higher oscillation amplitudes but also
higher THD (Total Harmonic Distortion) and vice versa.

Transconductance Gm is directly proportional to current
IF REQ and according to (3), the frequency of oscillation will
also scale proportionally to IF REQ. As will be shown later,
current IF REQ has been also used to bias the multiplier,
while current ILPF which biases the low-pass filter, is also
directly related to IF REQ. In this way, biasing, speed and
power consumption scale uniformly for all tunable blocks,
making possible a wide tuning range for the entire architec-
ture.

4.2 Low-Pass Filter
Purpose of the low-pass filter is to block higher order in-

termodulation products from the output of the multiplier
while keeping only the dc portion which is proportional to
the gradient. The cut-off frequency of the filter sets the loop
bandwidth of the system and, consequently, the maximum
achievable adaptation speed. The trade-off between adap-
tation speed and attenuation of unwanted intermodulation
terms is unavoidable.

A 5th order Chebyshev filter with 1dB ripple is chosen for
the design, since it provides steep roll-off and fairly constant
gain at the pass band. The filter is implemented using bi-
quads and 1st order Gm − C filters (Fig. 3). The cut-off
frequency of the filter is tunable and set by the value of Gm.
All transconductors Gm have the same topology and their
gains are linearly controlled by replicas of the same current
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Figure 3: 5th order Chebyshev low-pass filter using a tunable Gm − C architecture.



ILPF . The capacitors in the design are scaled according to
the 5th order Chebyshev polynomial.

4.3 Quantizer and Charge Pump
Purpose of the quantizer is to retrieve the sign informa-

tion of the partial derivative of J with respect to ui, i.e., ∂J
∂ui

.

Two were the main specifications for its design. First, it had
to be fast enough to follow down to µs or faster changes in
the gradient. Second, its offset should be absolutely smaller
than the product of the dither with the perturbed portion
of the gradient - typically a few hundredths of a Volt. The
quantizer is implemented according to the design proposed
in [11]. As can be seen in Fig. 5, the comparator has 3
stages: a low-offset pre-amplification, a high-speed latched
decision circuit, and a differential to single-ended fully sym-
metrical output buffer.

in+ in-

IBIAS

out

Preamplifier

Decision circuit

Output buffer

Figure 5: High-speed, low offset comparator [11].

The charge pump is implemented according to the design
in [12]. As can be seen in Fig. 6, individual control of
the increase and decrease rate is made possible by separate
biasing of the source, and sink currents in the charge pump,
through Vbp and Vbn respectively.

C

in

Vbp

Vbn

out
Vcontrol

Figure 6: Charge pump with individual controls for
the increase and decrease rate [12].

5. EXPERIMENTAL MEASUREMENTS
A prototype chip was fabricated to provide control of

8 variables. Control of more variables can be, however,
achieved by putting in parallel multiple chips and apply-
ing copies of the cost function output to their inputs. A
micrograph of the entire chip is shown in Fig. 7, where the
floor plan with eight channels is delineated.

A printed circuit board was also designed and fabricated
in order to test the chip (Fig. 8). The board features 16-
bit DACs for accurate control of the biasing currents, high-
speed buffers of 1.7GHz gain-bandwidth at the output of the
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Figure 7: Micrograph of the entire chip. The chip
dimensions are 3mm×3mm and it was implemented
in a 0.5µm SiGe BiCMOS process.

channels and impedance matching to 50Ω at all input and
outputs.

Figure 8: Printed Circuit Board used for chip char-
acterization and testing.

Characterization of the main building blocks was per-
formed before actual testing of the closed-loop performance.
The range of achievable oscillation frequencies, generated
by the 3-phase oscillator, was determined by setting IAMP

(Fig. 4(b)) to 0, which led to a desired maximum amplitude
of 40-60mVpp for most of the frequencies. Fig. 10 illustrates
the linear dependency of the oscillation frequency with the
biasing current IF REQ. An ultra wide tuning range for the
oscillation frequency covering over 6 decades (from below
4kHz to above 600MHz) is demonstrated, making the sys-
tem suitable for a wide variety of applications.

In order to demonstrate the synchronous detection per-
formance of the chip, 4 channels were perturbed, each at a
different frequency, from 98MHz to 158MHz and ∼20MHz
apart, and their outputs were combined. Figure 9(a) shows
the spectrum of the resulting multi-tone signal. The com-
bined signal was fed back to the input of the chip and mul-
tiplied at each of the 4 channels with the corresponding
dither frequency. Figure 9(b) illustrates the spectrum af-
ter multiplication with the 158MHz dither, but before any
filtering, showing the expected products around 20MHz and
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Figure 10: (a) Linear dependency of the dither fre-
quency with current IF REQ. Frequencies from below
4kHz to above 600MHz can be generated, adjusting
one single control.

40MHz. Figure 9(c) displays the spectrum after applying
the low-pass filter, set to a cut-off frequency of approxi-
mately 10MHz. Frequency components higher than the cut-
off frequency are significantly attenuated and almost disap-
pear below the noise floor. Comparison of Figs. 9(b) and
(c) shows also the expected 30dB attenuation of the signal
at 20MHz due to the 5th order filter.

Finally, the closed-loop performance of the system was
tested. A simple cost function using resistors and diodes,
but with a wide operation bandwidth, was implemented ac-
cording to the schematic of Fig. 11(b). The differential out-
put Vmax − Vmin realizes the function f(V1, . . . , Vn, Vref ) =
max(V1, . . . , Vn, Vref ) − min(V1, . . . , Vn, Vref ) − 2VF , where
Vi > 0, i = 1, . . . , n are the voltage outputs from n channels
of the system, Vref > 0 is a reference voltage provided by
a function generator, and VF is the forward voltage drop of
the used diodes. Function f has a global minimum, reached
when V1 = . . . = Vn = Vref . Figure 11(a) shows how the
output from 1 channel (V1) adapts to a 100kHz reference
square wave Vref , minimizing the output of the cost func-
tion. The dither was set at 20MHz. Adaptation in less than
3µs is observed.

Vmax Vmin

RVref

V1

Vn

R Vref

V1

Vn

V+ V-

5μs

V1

Vref

(a)

(b)

Figure 11: (a) Adaptation of 1 channel V1 to
a 100kHz reference square wave. Dither set at
20MHz. (b) Custom cost function using diodes and
resistors.

6. CONCLUSION
The VLSI implementation of a model-free architecture for

adaptive control, using the gradient descent flow algorithm
and deterministic dithers for gradient estimation, has been
presented. The circuit design of the main building blocks
has been analyzed and the need for a fully translinear im-
plementation has been elucidated. Characterization of the
controller circuit components was performed and experimen-
tal results from closed-loop operation using a custom metric
were demonstrated.
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